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How Close is the Holy Grail?

• It all depends on what you want this Holy Grail to 
do for you

• Some environments have performance projection 
goals that are easy to obtain

• Some environments have performance projection 
goals that are hard to obtain, but remain tractable

• Some environments have performance projection 
goals that remain intractable
– Sites wanting hardware that is not yet designed
– Sites with unpredictable or rapidly varying workloads
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about the future



What needs to be done?

• Future problems
– Unexpected bottlenecks will show up at extreme scale
– Unexpected bottlenecks will show up for future 

processors, future memory subsystems, future 
programming languages

• So we need to stay flexible
– Computing and memory accesses are likely to be 

important for the future
– The more fuzz you can tolerate, the less detail you need
– Simple metrics might be more politically useful than 

complex ones


